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Abstract. This paper considers the problem of finding an optimal deployment
of information resources on an InfoStation network in order to minimize the
overhead and reduce the time needed to satisfy user requests for resources. The
RG-Optimization problem and an approach for its solving are presented as well.
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1. Introduction

The Distributed elLearning Centre (DeLC) project2]l,aims at the
development of a context-aware and adaptable sadtveachitecture for the
delivery of electronic eLearning services in a higbersonalized and customized
way. The DeLC communications infrastructure is dase a local area network
(LAN) reinforced with information stations (Info$i@ns) acting as intelligent
wireless access and serving points. In the origiaahdigm [3], the InfoStations
operate as mediators between the user mobile deaiwka central server on which
a variety of applications are installed. In our hatecture we enrich this
communications paradigm by extending the role eflttfoStations and deploying
services that could be locally activated directly them. With this distributed
deployment of services and other information resesir on all available
InfoStations, we aim to achieve a good load bafaneind better efficiency. The
utilized InfoStation-based network architecture villes wireless access to
electronic services (eServices) and eContent farsugquipped with mobile
devices, via a set of InfoStations deployed in k&ynts around a University
Campus [4,5]. The InfoStation paradigm is an extensf the wireless Internet as
outlined in [6], where mobile clients interact ditly with Web service providers
(i.e. InfoStations). The InfoStation-based netwaulchitecture consists of the
following basic building entities as depicted inglie 1: user mobile devices
(mobile phones, PDAs, laptops/notebooks), Info8ieti and an InfoStation Center
(ISC). The users request services (through thebilmalevices) from the nearest
InfoStation via available Bluetooth, WiFi/WLAN, orWiMAX/WMAN
connections. The InfoStation-based system empldys principles of the
distributed control, where the InfoStations acirdslligent wireless access points
providing services to users at first instance. Ohlgn InfoStation cannot fully
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satisfy the user request, the request is forwatddtie InfoStation Center, which
decides on the most appropriate, quickest and elseéapay of delivering the
service to the user according to his/her curredtvidual location and mobile
device’s capabilities (specified in the user ps)fil The InfoStation Center
maintains an up-to-date repository of all profilesd eContent. The InfoStations
themselves maintain cached copies of all recentbessed (and changed) user
profiles and service profiles, and act also asllagzositories of cached eContent.

However, the distributed deployment of informatissources shows some
downsides related to the system overhead assocmtkdhe interconnection of
information resources during the execution of aiserrequest. This overhead is
particularly heavy when the interconnected resaur@e deployed on different
InfoStations. Thus the task of overhead minimizat®especially important in the
distributed approach. The amount of overhead dependhe manner of deploying
the information resources. In [7] the problem isggemted in more detail.

The rest of the paper is organized as follows. iGecR presents the
optimization problem. Section 3 describes briefly approach for optimization of
resource deployment. A formal model for solving theoblem of optimal
deployment of resources in an InfoStation netwarlprioposed in section 4. The
model is an adaptation of the Overlay-Graph Modedecpresented in [8]. The
Overlay-Graph Model has been used for searchirgpiputer program structures
with optimal time behavior.

2. User request globalization

In some cases the user requests for particulaicesreannot be satisfied fully
by the local InfoStation due to resource deficig(evhen information needed to
satisfy the service request is unavailable in thglohse of this InfoStation). In
these cases the service provision must be glolalizea manner involving other
InfoStations (through the InfoStation Center, ISThe need for globalization
depends on the manner in which the resources gieydel on network nodes
during the system initialization. Taking into acobthe fact that each globalization
requires an additional overhead, the problem ingb such a deployment, which
minimizes the number of globalizations. The deifiimis of the main notions related
to request globalization are given below.

A request is information sent by a user to the system, whglstructured
accordingly to the access rules and evokes reaittithe system. Amnformation
resource is a software component, which could be activatedl used for
processing the requests sent to the system. Tleiroes can beactive (e.g.
software agents, eServices) gassive (e.g. databases, different data structures).
Interconnections between particular informationoteses may occur during the
processing of requests. lacal node for a particular request is the InfoStation,
which has received the request and within the serarea of which the user is
when the request is originally sent.global node for a particular request is each
InfoStation which is not a local node.Request Globalization (RG) is the process
of involvement of a global node for the executiém@ser request.
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In order to achieve high efficiency in functioninfjthe system, the execution
of requests must be accomplished on the relevaat lmde as much as possible,
i.e. by using only the information resources of libeal node, which has received
the request originally. This is a kind of an optiation task related to the way in
which resources are deployed on the network nodesrder to minimize the
number of RGs during requests’ execution.

3. RG-optimization approach

The set of possible deployments grows very fagh witreasing the number
of information resources. For instance, if we hawdy 20 information resources
deployed on two InfoStations then the number ofsiibs deployments is more
then 16. In general, because of extremely large cardinalitthe deployment set,
the problem of finding the optimal deployment ig solvable by using acceptable
computing resources (CPU cycles, time, and meméiy).this reason we decline
to search a global optimum (over the whole sestelad we are going to specify an
approach which: seek suitable heuristics for spegfa real subset of possible
deployments, where (with high probability) we assutiat a satisfying solution
exists and seek an optimum within the new set (lopimum or suboptimum). In
this way the approach prescribes the following f&teps (Fig.1.):

e RG-problem presentation (RG-model generation) — ghablem
has been presented as an abstract graph netwedq @i next section
more detalil.

e RG-model transformation — the model has to be toamsinto a
more abstract graph (called Abstract Deploymentp@ran order to be
prepared for solving by an evolution strategy.

e Optimal Deployment Graph (ODG) generation — by hefpan
evolution strategy an optimal graph has been geseras solution of the
optimization problem.

e ODG interpretation — the problem solution (ODGpissented as
a real deployment map of the information resources.

4. RG-optimization abstract model

Key problems related to the development of the psed formal RG-Model
are treated in this section. This model will beduf® the subsequent definition of
the task for finding the optimal deployment of inf@mtion resources in the
InfoStation network. The following sets are defind@={ir ,ir,....,ir,} — a finite set
of all information resources deployed in the Inft®in network;) S={is,is,,...,i%}

— a finite non-empty set of all InfoStation nodes.

The way in which the information resources are gtopnd deployed on the
InfoStation nodes is calleddeployment map, which is formally presented by the
mappingdm: IR? — |S. The set of all possible deployments is denotedkls
where a subset of resources is deployed on a selected nidue.subsets are
disjoint, sodm defines a decomposition 06 into subsets. The existence of large
number of possible decompositions is an objectasisbfor RG-Optimization — a
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task which could be formulated as follows: from g&DM on IR to find adm
such as a request to be processed with a minimumbew of RGs. The RG-
Optimization process can be formal presentedR@3ime: DM — N* - a function
which gives the number of RGs for each possibldayement of resourcesglect:
DM — {true, false} - a function which defines the péssion conditions. Alm is
called permissible, if select(dm) = true. Then the target function of RG-
Optimization could be presented as follows: sedozthdm, such as: dmis a
permissibledeploymentRGTime(dm’) = min {RGTime(dm)}, dm, dme DM.

Presented as -
RG- RG-Model
Globalization d
Transformed
v
Abstract
Deployment
Graph
Solved by an
evolution
v strategy
Resource Interpreted as Optimal
Deployment < Deployment
Map Graph

Fig.1. Approach diagram

The presented here definition of the possible depénts of resources on
individual InfoStations characterizes the imporan®f the meaningful
interpretation of the information resources by rgkiinto account only static
factors. Such a static characteristic is sufficiemt setting a framework of the
optimization problem. However, a practical methoddolving the problem cannot
be directly derived from it. Some dynamic factoimaaffect the execution of user
requests. Answers to two questions are importantii® practical solution of this
problem: How can we complement the static charaetigon of deployments? and
as it is impossible to explore the full set of agphents, what criteria can we use
to locate a real subset, in which to seek out gieral deployment?

Graphs are good means for presentation of the tstalcand functional
relationships between the elements of various ftatimns of tasks, including a
large group of optimization tasks. The principlaeste of using graphs for solving
the optimization problems includes the followingotsteps: search for a way for
presentating the optimization problem as an appatgprgraph and search for
optimal elements of this graph (shortest pathsjrmim unfolded trees, subgraphs
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satisfying different conditions, etc.) or generatget of similar graphs, in which an
optimum graph is sought (e.g. different decompassgiof one graph).

Our primary objective is to search for such a dgplent of resources on the
individual nodes of the InfoStation network so asuaer request to be executed
with minimum time consumption. Essential for thisaur problem is the number
of RGs. In this regard, two types of optimization possibleLocal optimization —
seeking an optimization of the execution time igarel to a single node. For this, it
is necessary to analyze the meaningful (semangtgtionships between the
information resources deployed on the same nodighwire will call Potential RG
(PRG);Global optimization — seeking an optimization within the entire Infat&in
network, when Request Globalization is requiredh@lgh the global optimization
is essential for the solution of our problem, asvah later we (unfortunately)
cannot neglect the problems associated with thel loptimization (mainly the
analysis of the PRGs estimation).

The following base graph is a basic structure we fas (local and global)

optimization:BASEGraph = (IR, IRE), where:IR — as defined abovéRE = IR
X IR — a set of graph’s edges;;,(if) € IRE if there exists a meaningful relation
between the two information resources (i.e. theist® a PRG at least). The base
graph, however, is not sufficient for solving ouyatimization problem. Additional
information is needed for estimating the nodes eages of the BASEGraph. An
extension of this graph could be defined as folloi¥BASEGraph =
(BASEGraph, COST), where:BASEGraph — as defined abov&OST= {cost |
i=1,...,k}, a set of variety of functions for estintgj the nodes and edges of the
BASEGraph. For the purposes of our task we define a coattinmprg: IRE —
N, which estimates the number of potential RGs #r pf information resources.
EvVvBASEGraph presents the static deployment of information weses on the
InfoStation nodes. In addition, it provides infotina about (potentially) existed
interconnections between information resources. él@wn during the user
requests’ execution, situations may arise which eddp on intensity of
interconnections and thus may influence the timeded for execution. For
accounting these dynamic relationships, we needraphgof a new type -
RGGraph-, which is obtained by decomposing tBeBASEGraph, as shown in
the next section.

Now we can define the graghGGraph = (ISNode, | SE,COST), which we
will use for finding an optimal deployment of infoation resourced:SNode =
ContlSu NILNodes, such asif IRGroup € ContlS then IRGroupz IR A
IRGroup # @ A U IRGroup = IR, i=1,...,p; ese if IRGroup € NILNodes then
IRGroup = @; ISE — a set of graph’s edges, such as if (IRGrouRGroup) €
ISE, then there exists at least one edge, (it) € IRA and ir € IRGroup , irj €
IRGroup; COST - as defined above.

In order to estimate the RGs under the informatesources belonging to
different InfoStation nodes we define a total fbie tRGGraph cost function
rg_number: ISE — N, such asrg_number( (IRGroup, IRGroup) ) = 2 2 pro(iri
ir}), where ir € IRGroup, ir; € ISE/ IRGroup and IRGroup # IRGroup;
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rg_number( (IRGroup, IRGroup) ) = 0,V IRGroup = IRGroup. TheRGGraph

is obtained by decomposing tHevBASEGraph. This graph presents a full
characterization of the correspondidepl oyment map, by taking into account also
the dynamic factors such as the RGs occuring duttegexecution of a user
request.

5. Conclusion

In DeLC an eLearning environment, supporting mok#gevice provision, is
under construction [9,10]. According to the prombsgproach an optimizer is
being implemented. In this way the elLearning emrnent will be extend with
new services.
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