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MULTIPLE ERROR CORRECTING ALGORITHM FOR
SOFTWARE PROTECTION OF ARCHIVE DATA

Mairtin O’'Droma, Ivan Ganchev Ivanov

A self-contained error correcting code (ECC) algonitts proposed. Based on the use of
BCH codes it envisaged as part of an adaptive datéegiion (ADP) application
programme. It is designed to operate (decode ama eorrect) for a range of BCH codes
providing increasing level of protection againgbeiin accordance with user choices. While
such codes cause loss of compression the improddamenror probability is dramatic, e.g.
from 10°to102° approximately for BCH(8,8), with a 20% loss of coegsion.
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1 Introduction

Coding to protect against errors arising in thectetaic archival writing or retrieval
process or in the archive itself, fig. 1, is an artpnt field [1]. Driven by user expectations
and the potential for frustration, damage and @oghe event of archived data corruption
many schemes have been designed to reduce thebpitylat error, e.g. c.f. [1, 2, 3, 4 and 5].
Some schemes are built into the archiving softw8mme of these are error detecting only,
e.g. CRC-32 being a popular and powerful one. Gtattempt to recover corrupted data e.qg.
the ARJ program [4] can be made to repair up tamafed 1kbyte long sections in a 1Mbyte
block. Other schemes are embedded into the hardwar€D-ROM and DVD hardware
implemented (right of 'A’, fig.1), powerful, Ree@l8mon product code (RS-PC) and cross-
interleaved RS code (CIRC) are used resp., e.g[§h][7] and [8]. The latter can cater for
6.0mm burst error and both add c. 23% and 13% eeermesp., [9]. However regardless of
the in-built error protection power in any archeyestem, requirements will continue to change
as a function of service application, user needssanforth, e.g. [5], [10]. Thus there is room
for an optional, additional, user-friendly, softwasased scheme for multiple error protection,
the level of protection being chosen by the used #&maded against increased storage
requirements. Such an adaptive data protection PjApplication has been developed based
on BCH codes It would be inserted at ‘A’ in fig. 1 and maylire its own compression. The
error protection system to the right of 'A' if a&ldy present, as part of the recording device
(embedded firmware) e.g. DVD, becomes a secondr lafeprotection. This paper will
describe the error-correcting algorithm used is 8theme. The algorithm is based on recent

developments in the understanding of BCH decodingchanisms and contains some
innovations of its own.

! Telecom applications using efficient binary BCH collase emerged. Examples are the USA TDMA
cellular system employing a BCH(48,36,5) scheme hagaging protocol specification POCSAG
employing BCH(31,21,5); [in (n,k,d) notation, thétém being equivalent to BCH(5,2) in the (m,t)
notation used in this paper]. These are fixed systas compared to the user-controlled, flexible,
multilevel error protection reliability offered kikie archival system proposed here.
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Figure 1.A block diagram of the typical archival-retrieyabcess

2 A BCH error correction archival system

Before describing the error correcting algorithnmsobrief comments are presented on
BCH encoding.

2.1 BCH Encoding

The Bose-Chaudhuri-Hocqueghen (BCH) codes are argkzation of Hamming codes
which allow multiple error correction [11], [12].h€y have the attractions for this application
of flexibility in the choice of those parametersigthdictate their error correcting power. Also
at block lengths of a few hundred or less, manyhese codes are among the most efficient
known, [13]. Releveant background is briefly praedrhere to facilitate explaining the BCH
ECC algorithm.

Since BCH codesets are cyclic linear block (n,lideany valid n-tuple member can be
represented by a polynomial of degréel) or less which has a characteristic unique
generator polynomidb(x) as a factor. The polynomial coefficients are rezpito be elements
of a finite Galois field, designate@F(q) whereq is the order of the fieldsF(q) is a prime
field whenq is a prime and is an extension field over a prfrelel whenq is a power of a
prime. In the former, the field has as elementsintegers0,... , g-1 and the operations are
simply modulog multiplication and addition. In the latter (say= g" wherep is prime), then
the field elements are all possible polynomialslefreem-1 where the coefficients are from
the prime fieldGF(p). The numbep is called the characteristic GfF(p™). Multiplication and
addition are executed by multiplying and addingséhpolynomials in the usual way and then
reducing the result modulo a special degregelynomialp(x) which cannot be factored using
only polynomials with coefficients froi®F(p).

In all finite fields there exists at least one ed#mna, called a generator or primitive
element, such that every other nonzero elemefigirfi¢ld can be expressed as a power of this
element. A primitive element in a field GF(q) can easily be found by simply checking the
powers of each field element. For this it mustsfatthe following rule:e is a primitive
element oiGF(q) iff the powersar, @?,... , a®* {= a % are distinct and produce all the non-
zero elements dBF(q).
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The BCH codes are most easily defined in term$i@frbots of the generator polynomial,
G(x). Thus a primitivet-error-correcting BCH(m,t) code over GF(p™) of block length
n=(Q"-1) has a™,a™",...a™?*" as roots of G(x) for any my, wheree is a primitive
element ofGF(p™). Those codes witimg = 1 are called "narrow-sense BCH codes" and those
defined oveiGF(2™) are called binary codes.

In designing a binarCH(m,t) code, the choice of the primitive element®F(2™) is
immaterial, [14]. Thus, in this respect, the encaated decoder should use the same primitive
element together with matching encoding and degptichniques. The archiving algorithm
proposed for the ADP application uses BCH generattynomials taken from Clark & Cain,
[13].

The encoding processThis follows a straight forward implementatiorg.e[14] of the
standard systemat®BCH(m,t) cyclic code generation procedure:

c(x) = b(x)x"* + h(x), whereh(x) = {b(x) x"* ¥modulo{G(x)}

c(x) andb(x) represent th@ andk tuple codeword and message word resp. Letlibg the
code's minimum Hamming distance, tB€H(m,t) and BCH(n,k,d) designations of these
codes are identical when

n=2"1; d=2t+1; and k=n-{degree of G(x)}

2.2 BCH Decoding and Error Correction

The error correcting decoding process implementeztaies on principle of choosing the
valid codeword vectorg, which is at the minimum Hamming distance (i.e. MDftom the
retrieved data vector, This MDD choice is also the maximum likelihood, Mane for
equally likely source symbols at the encoding stage

The BCH decoding algorithm operates by seeking #rabr vectore of minimum
Hamming weight such that=r+e. This it does by computing the syndrome (ak tuple) of
the retrieved vector through multiplying it by tparity check matrix. For BCH codes, there
are several forms of the syndrome. In the formdulsere, [14], the syndromes of the
retrieved sequence vector=r;, j=0,...,(n-1), aredefined as the values

n-1 .
(1) S=>ra", i=12..,2t
j=0
wherea is the primitive element dBF(2™); it can be shown th&, = S% IfS=0fori=1,...,

2t, then the retrieved sequence is a valid code wana hopefully the original code word
produced by the BCH encoder). The syndrome polyabaain be written:

2) S(2)=S +S,z+S,2% +..+ gtzz‘-1=§ls+lz‘.

Error locator A(z) and error evaluator€(z) polynomials: If the decoder's retrieved
sequence hasg, < 2t, errors in error locations, jy, ..., j, , then itsA(z) andQ(z) polynomials
can be written [14]:

(3) A(Z) = ﬁ (1— O.’jk Z), and Q(Z) = iejkajk ﬁ (1_ O.’i‘ Z).
k=1 k=1

I=landl=k

For verrors the degree of(z) is vand of2(z), less tharv. Whent or lesserrors occur in the
retrieved sequence, then the following equalitydep[14]:
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(4) A@2)S(2)= Az)mod(2)

To pinpoint the bits in error in the retrieved seqceA(z), as its name implies, must be
found. For this eq. 4 is the "key equation" to b&ved. The reciprocals of the roots 4{z)
correspond to the error locations. Inverting th&rieeed vector symbols (bits) in these
locations effects the error correction.

Finding A(z): Berlekamp [15] was first to develop an algorithonfind the minimum-
degree A(z) which satisfies eq.4. It is quite an efficient pnehich Massey [16] later
improved. However, the technique used here adaptsjmplements, a conceptually simpler
technique based on the recently reported Sugiyaasatara-Hirasawa-Namekawa (SKHN)
algorithm, [17], which in turn is based on Euclidlgorithm; for brevity it is called here the
SKHNE algorithm.

SKHNE Algorithm: Euclid’s recursive technique for finding the greshiteommon divisor
of two polynomials (or two integers), can be staedollows: ifa andb are two polynomials
wheredeg(a)_ >deg(b),thenb is the greatest common divisorainod(b) =y = 0. If n # 0 then
a is replaced withh andb with , and the operation is repeated until the condition O is
satisfied. In the process of finding this greatasthmon divisord, the algorithm calculates
two polynomiald andg such thafa+gb=d

For the purposes of the SKHNE algorithm the usafigect of this process is not in the
final answer but in the partial results, as showithe following. At each iterationit can be
readily shown that a set of polynomiglsy; andy; are generated such that
(5a) fia+gb=n,

In noting that eq.5(a) may also be written

(5b) 9:(29)b(2) = 1, (2) moda(2)

if a(z)is set ta?' and b(z)to S(z),such that

(5¢) 9:(29)S(2) = 7, (2) mod(z*)

then at some stage in the iterative process, saest n, whendegly.(z)]<t, this equation
becomes identical to the 'key equation’, eq.4, wifa) = 2(z) and g.(2) being the desired
polynomialA(z).

This part of the algorithm can be implemented tgyttiree steps:

i) Apply Euclid’s algorithm toa(z)=7' and b(z)=S(z), using the following initial
conditions:

9.(2)=0, go(2)=1, ni(2)=alz)=7" and n,(z)=b(2)=S(2).

i) In each iteration (i = 1, 2, ... ) dividen.»(z) by 7.1(z) and obtain the quotiermg(z)
and the remaindey(2). Obtain polynomiag;(z) by the formulan;(z)= g.2(z) - q(z).9.1(2).

iii) Stop the recursive iterations wheegpy,(z)]<t, and setA(2) =g,(2).

Termination of the algorithm:The algorithm will terminate properly (step iii) o more
thant errors occurred in the retrieved words because inthiis case does the key equation
holds. Otherwise (i.e. if more tharrrors occur) the algorithm may produce an inaircede
vector (incorrect correction), or it may ‘fail'. Hatter failure, which has two modes, is
detectable and is used to signal that the assumiitad at most errors have occurred is false.
The two modes, [14], are:

Failure mode (a)it does not terminate properly. This occurrsffS(2.
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Failure mode (b)it terminates but produces a faultyz). This may happen if (Qis a
root of A(Z) or (ii) A(z) does not split into linear factors. Polynomit{lz) is constructed to
split into linear factors with non-zero roots.

Error Correction: Having found A(z) the actual error locations can now be pinpointed.
Since A(Z) has rootsa *,a ",....a " (eq. 3a), wherev < 2t andjy,j,....,jy are the error
locations [i.e. an error occurs in positipiff A(a')=0]. The roots of A(Z) are thus found by
simply checking which elementg of GF(2™) satisfy the equationA(y) =0. If & is such a
root, then the locatiofy of the corresponding error location in the retridweectorr is
(6) k92" 1-p(K),
counting from the right, starting with, and where& will always be<v. Thus the MDD error
vectore is constructed and added rtoto yield the corrected retrieved code veatdi.e. a
section of the archive data, which has yet to beatapressed).

3. Implementation

Table 1 shows the steps in this SKHNE error locatind correction algorithm and fig. 2
shows a block diagram of the time domain decodercttre as implemented. The language
used was C++. This structure is akin to the gersratture for time domain decoders, [13].
In fig. 2 apart from the retrieved sequence buéfed error correcting summer, the decoder
contains:

a) a transform computer, which produces the syndrommponentsS via eq. 1, and
syndrome polynomigb (2, via eq. 2,
b) the algorithm, “Solve key equation", to find(Z) , and

c) the search algorithm to find the error locationd aonstruct the error vectag,which is
added to the original receive vectahus executing the corrections.

4. Conclusion

This algorithm is the corner stone of a flexibleeucontrolled, efficient archival scheme
providing multiple levels of reliability of the iagrity of archived data in respect of errors. It
provides effective capabilities for the correctwherrors which have occurred in the archive
itself, in the archive writing or the retrieval peEss. A reasonable approximation for the error
rate, AER, provided by theBCH(m,t) codes, for raw random probability of errpr is

AER: 2 _1 pt+l
t+1

For example if using BCH(8,8) code, AER is 18° for p=10°. TheBCH(m,!) encoding is
applied to the source file after it has been cosgrd, (and perhaps after any other software
application-specific error protection scheme iduded). The final file will be a little larger
than the compressed file, e.g. 20% BEH(@B,8); i.e. if the compressed file is 12.5% of the
original file, the final file would be 15% of theiginal file.

fi
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Figure 2. Binary BCH Decoder Block Diagram
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Table 1: Seven Step (SJKHNE error location and correction algorithm

S Action S Action

1| Retriever. CalculateS (eq. 1). WriteS(z)as| 4 | Check for failure mode (b) df
eq.2. IfS(2)=Q r is error free: see to zero SKHNE algorithm: If positive
and go tostep 7;otherwise go tstep2 then stop and issue message

Otherwise, go tatep 5.

2| Check for failure mode (a) of SKHNE5 | Find: (i) the rootsa "™, of A(2):
algorithm: if positivestopand issue message (ii) error locationgginr, eq.6.
1; otherwise, go tstep 3.

3| Apply SKHNE algorithm to findA(Z). If | 6 | Construct error vectoe with 1's

the first remainder;(z), which has degree t in positiongjand 0's elsewhere.

is zero then there are more thaarrors in the
word: gop and issue message 1. Otherwisg | optain the recovered correctdd
go to sep4. code vector c, viee + r = c.
Return tostep 1 & repeat the
process until decoding of a
codewords is completed.

Message 1:Error Message — more errors have occurred in theharal retrieval than is
possible to correct. Attempt retrieval with anatldevice drive as the errors may not pe
inherent to the archivé
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